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LMs for 
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This class discusses language models, 
reasoning, agents,  and we do Lots of
 

○ paper reading
○ presentations
○ discussions



Course Sta



Course Policies
● Present and lead discussions (35%)

● Participation in discussions (25%)

● Paper review (15%)

● Research proposal (25%)



Present and lead discussions
● Students will form groups of 2-3 to be presenters for a class. 
● Each class will have one group of student presenters. 
● During the quarter, every student is expected to present once.
● Please sign up your group and present date on this spreadsheet by 11:59pm on 

April 4. 
● The presentation dates are first-come-first-serve.
● All students in a group will get the same grade, barring exceptional 

circumstances.
● Presenters lead how students discuss topics within groups.



Presentation Details: Context
Read a few papers that are prior and/or concurrent work, and a few papers that came later and build upon the ideas in 
this paper. 
Share any background information that you think will help your classmates better understand the assigned readings. 
Summarize the broader landscape and situate the assigned papers within these works. For example, your 
presentation might answer the following questions:

● What problem is the assigned paper tackling? What is the motivation?
● What was the state-of-the-art before this paper? What was the prevailing view about this problem?
● What was the key contribution made by this paper? What was the insight that allowed them to make this 

contribution?
● How did this paper change how people think about this problem? How has future work built on top of it? Has 

this paper made a difference yet (or not)? Why or why not?

You should aim to find and read 5-10 related papers. You can use our suggested optional reading as a resource, but 
you don’t have to stick to it. Your papers may include literature surveys, technical reports, blog posts, etc. 



Presentation Details: Deep Dive
Pick one key aspect of each assigned paper that you’d be interested to discuss in depth. This could 
be an experiment, a proof, an argument, etc. Go over it in detail, for example:

● What is the setting?
● How did the authors approach the problem?
● What are the results? Did they support the claim?
● Which details in their experiment, assumptions, argument etc. mattered?
● What did you find interesting about this?
● What might the paper have done differently?

Presenters are welcome to come by office hours the week before their presentation to discuss.



Presentation Deliverables
● Prepare a 20-30 minute long presentation (combined, for both presenters and both 

assigned papers).
● By 11:59pm two days before class, submit a PDF of your slides on Gradescope.

○ Only one presenter should submit. Indicate the names of both presenters on the 
slides.

○ Submit this as a PDF with one slide per page and with presenter notes. The notes 
don’t have to be a full script; they can be rough bullet points.

○ One slide should be a bibliography of the papers you read.
● We might give you feedback on the presentation by the day before class. If we don’t have 

any requested changes, this is a good sign!
● You may continue to edit the slides after submitting them. During class, present from your 

own laptop. 



Participate in discussions
● All students are expected to have read the paper before the presentation & ask 

questions and participate in paper discussions in person. 
● Please email the course staff if you are unable to attend class in person.
● Experimental: we set up hybrid meetings when a group of participants attend 

over zoom. 



Paper Review
● Goal: how to review papers for conferences/journals. 
● We will provide the list of papers for the paper review. 
● The paper review should not be longer than 2 pages. 



Research Proposal
Goal: how to write a research proposal for your projects or grants. 
Write a 4-page research proposal paper describing a line of research in NLP. The 
research proposal should be about a new project that would extend a clearly 
identified past research contribution. The research proposal should:

● Build upon or extend what was done in the past work;
● Address challenges or weaknesses in the past research;
● Propose logical extensions or next steps to the focus research; and
● Describe a possible evaluation methodology, experimental design, and required 

evaluation resources.



What you will read and discuss?
● How to build modern language models? 

○ Pretraining
○ Posraining
○ Data

● What is reasoning for large language models? How to improve them? 
○ Reinforcement learning
○ Chain of thought

● What are agents? How do we build agents or equip language models with tool use? 
○ Agents for coding
○ Complex agents

● What are alternative architectures for LMs? 
○ Mixture of experts
○ State space models

● What are features and limitations of language models?
● How to build multimodal language models? 
● What are eiciency considerations for large language models? 



Late submission and accomodations
 You have 3 late days in total for submitting the paper review and research proposal.
 Any late submission will be penalized at a penalty of 10% of the maximum grade per day.
 If you have DRS accommodations that the course staff should know about, please contact us at the beginning of the 

course.



Class Schedule











Introductions



Today’s lecture

Open Training Recipes for Reasoning in 
Language Models



Building a modern LLM

Pre-training Post-training



Building a modern LLM

Pre-training Post-training

Predict the next word in various contexts



Pre-training

Post-training leads to efficiency through specialization

ChatServe apps

Follow instructions

Reason

Avoid harm

Post-training

Use tools



Open Ecosystem to
 Accelerate Innovation in Language Models 



Pre training Post Training Test-time 
Inference

Many slides from: 
      Yizhong Wang, Nathan Lambert, Hamish Ivison, Faeze Brahman 



[Photo by @FanaHOVA on X]

Post Training for Alignment with Human Preferences

Post-training

https://x.com/FanaHOVA/status/1852397390751510613


Post Training for Tool Use /Agents

Searching

Code 
Execution

Post-training



Post Training for Reasoning

Post-training



Data Training Evaluation

Mr. anƇ MƯs. DurƖƩƈy, of 
nuƐƟƈr ƉƬuƯ, PriƙƈƱ DrƦƙe, weƕƈ 
pƕoƘơ tƬ Ɩaƶ tƋƄƱ tƋƢƶ weƕƈ 
peƕƣƈcƗƩy ƑoƯmƄƏ, tƋaƫk ƜƒƲ 
veƕƶ mƘƆƥ. TheƜ ƴƈrƢ Ɨƥe lƄƖƱ 
peƒƓƩƢ yoƘ'd eƛƭƈcƗ ƱƬ be 
inƙƒƩvƢƇ iƫ ƄnƜƱhƦƑƤ sƗƯanƊƈ ƬƯ 
mƜưteƕƌƬuư, beƆƄƲưe tƋƈƶ jƲƖƱ 
diƇƫ't ƋoƩd ƚƌƱh ƖƲƠh ƑoƫsƈƑưƢ. 

Building a modern LLM

Models AlgorithmsData



• comes from different sources

• in different forms

• targets for different 
capabilities

Data

Post-training

Building a modern LLM



• comes from different sources

• in different forms

• targets for different 
capabilities

How to use the right data in the right way?

Data

Post-training



[Wang*, Ivison* et al., 2023]

[Ivison*, Wang* et al., 2023]

[Ivison, Wang et al., 2024]

[Lambert, …, Wang, 
Dasigi, Hajishirzi, 2024]Tülu



u

Best recipe for  
instruction data 
Jun 2023 

Systematic study of  
DPO vs PPO 
June 2024 

Best open model with 
preference data 
Nov 2023 

                 : Open Instruction Tuning Recipe



Tülu 1→2→2.5→3

Open post-training recipe

Tülu 1 
[Wang et al., 

NeurIPS 2023]
Tülu 3 [Lambert et al., Arxiv 

2024]

  Open models & data
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Tülu 1→2→2.5→3

Open post-training recipe

Tülu 1 
[Wang et al., 

NeurIPS 2023]
Tülu 3 [Lambert et al., Arxiv 

2024]
Fully-open LM

OLMo [Groeneveld et al., ACL 
2024]

  Open models & data



38

Base Model Instruction-tuning

Pref Tuning          

RLVR                  

Verifier

Reward 
Model

Tulu 3

Training Recipe

Pre-training



Getting Ingredients to Start With

Successful adaptation starts with:

1. Meaningful evaluations for 
targeted skills

2. Prompts of representative queries 
for said skills

3. Check for Licenses

4. Decontamination
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Base Model Instruction-tuning

Pref Tuning          

RLVR                  

Verifier

Reward 
Model

Tulu 3

Supervised Finetuning 
(a.k.a Instruction Tuning)

Pre-training



Supervised Finetuning

● SFT (or Instruction tuning): Finetuning pretrained LMs with prompts and completions

Extract the key points from the 
following meeting transcript … 

Summarize the following document …

Give me a questionnaire for MBTI test.

Write a python code that can call the google 
map API …

I will travel to Paris this weekend. Can you suggest a list of local restaurants for me? Give me their addresses as well.

Answer these questions one by one …

Write a love letter to my wife, mentioning …



How to 
source data?

• Costly
• Time-consuming
• High variance

Data Curation
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How to 
source data?

• Costly
• Time-consuming
• High variance

Self-Instruct [Wang et al., ACL 
2023]

Data Curation



Synthetic data

How to 
source data?

• Costly
• Time-consuming
• High variance

Self-Instruct [Wang et al., ACL 
2023]

Combining            ?

Hybrid Preferences
[Miranda*, Wang* et al., 2023]



Data Curation

45

NaturalInstructions, 
[Mishra et al 2022] Super-NaturalInstructions, 

[Wang et al. 2022]

Self-Instruct, 
[Wang et al. 2023]

FLAN_v1, 
[Wei et al 2022] InstructGPT, 

[Wei et al 2022]
Lots of instruction datasets …



Two repeated and parallelizable tracks:

1. Data curation: Curate data given targeted capabilities 

2. Data mixing: Mix data across capabilities

a. Substantial eort in filtering data while maintaining performance.
b. Start fully with mixing before curation.

Supervised Finetuning: The role of data



Tülu 1: instruction tuning data mixing

SuperNI
CoT

Flan V2
Dolly

Open Assistant 1
Self-instruct

Unnatural Instructions
Alpaca

Code-Alpaca
GPT4-Alpaca

Baize
ShareGPT

created by human

synthesized with 
GPT-3/4



Tülu 1: instruction tuning data mixing

SuperNI
CoT

Flan V2
Dolly

Open Assistant 1
Self-instruct

Unnatural Instructions
Alpaca

Code-Alpaca
GPT4-Alpaca

Baize
ShareGPT

Chat (vibe) 



Tülu 1: instruction tuning data mixing

SuperNI
CoT

Flan V2
Dolly

Open Assistant 1
Self-instruct

Unnatural Instructions
Alpaca

Code-Alpaca
GPT4-Alpaca

Baize
ShareGPT

Chat (vibe) Knowledge Reasoning MultilingualityCoding Safety



Tülu 1: instruction tuning data mixing
Chat Knowledge Reasoning Multiling

.
Coding Safety Average

Human + Synthetic

SuperNI
CoT

Flan V2
Dolly

Open Assistant 1
Self-instruct

Unnatural Instructions
Alpaca

Code-Alpaca
GPT4-Alpaca

Baize
ShareGPT



What type of data is useful for reasoning?

● Response to reasoning queries are more than simple final answer

51

Question: A store has a "Buy 2 Get 1 Free" deal on shirts. Each shirt costs $25. If 
Sarah wants to buy 7 shirts, how much will she spend?

Chain-of-Thought Output: 

Let me break this down: 
1. With "Buy 2 Get 1 Free", every 3 shirts will cost the price of 2 
2. 7 shirts can be grouped as: 2 complete sets (6 shirts) + 1 remaining shirt 
3. For the complete sets: * 6 shirts = 2 × (2 paid + 1 free) * Cost = 2 × (2 × $25) = $100 
4. For the remaining 1 shirt: * Cost = 1 × $25 = $25 
5. Total cost = $100 + $25 = $125

Therefore, Sarah will spend $125

Requires 
step-by-step 
thought process
(aka CoT)



Why Chain-of-Thought data for reasoning?

Chain of Thought data

󰗧 helps models handle complex, multi-step problems easier

󰗧 reveals the model’s reasoning process

󰗧 makes it easier to spot errors in logic thus more trustworthy

󰗧 resembles human thought process

But …

󰗬 Manual annotation challenges:

• time and cost intensive

• often requires expert annotations

• Diicult to scale

52



CoT …

󰗧 helps models handle complex, multi-step problems easier

󰗧 reveals the model’s reasoning process

󰗧 makes it easier to spot errors in logic thus more trustworthy

󰗧 resembles human thought process

But …

󰗬 Manual annotation challenges:

• time and cost intensive

• often requires expert annotations

• Diicult to scale
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 Expensive
Time Consuming

Not diverse enough

Why Chain-of-Thought data for reasoning?



Our Approach: Hybrid Data Creation

54

Data mixing & 
selection

from existing 
resources



Our approach: Hybrid Data Creation
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Data mixing & 
selection

from existing 
resources

Persona-driven 
Data Synthesis

•Enable targeting specific 
skills (e.g., math, code, 
precise instruction 
following)

•Ensure high diversity

•Enable Scaling



Persona-driven Data generation for Scalability and Improved Diversity

56

Photo from Ge et al. 2024
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Photo from Ge et al. 2024

Persona-driven Data generation for Scalability and Improved Diversity
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~250K Personas
a coding problem Precise Instruction Following

~150k hard math problems

~50k grade school math 

problems ~35k python coding ~30k IF data

Persona-driven Data generation for Scalability and Improved Diversity
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~250K Personas
a coding problem Precise Instruction Following

~150k hard math problems

~50k grade school math 

problems ~35k python coding ~30k IF data

Generate step-by-step solutions for {a math problem}

GPT-4o / 

Claude-sonnet

Persona-driven Data generation for Scalability and Improved Diversity



Impact of Persona-Driven Math Data

60

persona-driven synthetic 
math problemspublic datasets

- General purpose (50K)
- NuminaMath-TIR (~64K)

- Hard math problems (150K)
- Grade school math (~50K)

X

%



Impact of Persona-Driven Math Data

61

Adding more persona-driven math data, 
consistently improve MATH performance 



Impact of Persona-Driven Math Data
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Adding more persona-driven math data, 
consistently improve MATH performance 

- GSM8k improves (less than math)
- Adding grade-school math helps



Improving data quality via voting / self-consistency

63

Reasoning path Answer

Remove instances with no majority vote!
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Less data, Same or Better Performance

Using only ~60% of the data, we are 
still able to main the performance in 
MATH and improve in GSM8K



Other approaches to generate COT data

1. Manual Human Annotation (e.g., GSM8K dataset): Annotators write step by step solutions

● High-quality reasoning traces

● Limited scale (only 7K)

● Lack of diversity in reasoning styles

2. Program-Aided Language Models (PAL): Convert math problems into Python code execution traces

• Guarantee correctness through execution

• Less natural language reasoning, less intuitive

• Limited to problems that can be coded

3. Self-generated COT (self-ask): using LLMs to generate their reasoning paths

• Scalable to many problems

• Quality highly dependent on base model

65



Capability-driven data mixing

Chat

Knowledge Reasoning

Multilinguality

Coding

Safety

Human + Synthetic

…

Math
Precise instruction 
following

Better

data mix

Core capabilities 

SFT



Data mixing for SFT

Training on real user interactions with strong models is helpful almost 
across the board.

Safety training is largely orthogonal to the other skills.

Persona-based data synthesis is very useful for targeting new skills.



SFT performance potential

Lambert, Nathan  et al.  2024. Tülu 3.
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Base Model Instruction-tuning

Pref Tuning          

RLVR                  

Verifier

Reward 
Model

Tulu 3

Step 2: Preference tuning

Pre-training


